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The advancements in mixed reality (MR) research have opened new doors for computer-supported cooperative work (CSCW). To
address the lack of co-presence asynchronous CSCW systems, multiple strategies varying from the utilization of embodied avatars of
the co-collaborator; to displaying first-person perspective video recording of peers have been employed, and have found success in
task performance improvements and recall. This paper presents a preliminary study to explore whether this effect is achieved by the
immersiveness of a mixed reality platform, or simply from the first-person perspective video recording.
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1 Introduction and Background

Mixed Reality (MR) research has steadily been more developed in recent years. As such, it has also brought new life
to the field of Computer-Supported Cooperative Work (CSCW). Novel ways to enable collaboration have emerged,
such as embodied avatars [8, 16], immersive first-person perspectives [17, 18], and spatial annotations [9, 10]. With
the variety of features that MR can introduce to CSCW, efforts have been made to categorize MR collaboration in
various dimensions [6, 19], such as remote vs co-located, technologically symmetric vs asymmetric, etc. Among these
dimensions exists the dichotomy between synchronous vs asynchronous.

Synchronous and asynchronous CSCW systems are differentiated by whether or not the collaborators are engaging
at same time; regardless of whether they may be co-located or not [6, 11]. Traditionally, synchronous CSCW systems
are represented through videoconferencing, telephone, whiteboards, among others. While traditional asynchronous
CSCW systems can be exemplified by technologies such as emails and instant messaging [11].

Some advantages of asynchronous CSCW systems over synchronous CSCW systems is that it allows for flexible time-
coordination, work parallelism, and reviewability [12, 15]. However, one limitation in asynchronous CSCW platforms is
the typical lack of co-presence among collaborators, which may lead to difficulties in coordination and awareness [4].
However, with mixed reality brought into the picture, a variety of possibilities are suddenly available–from showcasing
spatially placed annotations in one’s physical workspace; to presenting a multimodal virtual embodiment of one’s
collaborator as a recorded message.

Asynchronous collaboration in mixed reality typically envisions the avatar of the co-collaborator as a separate entity
from the subject to assist in complications brought by the lack of co-presence [3, 13]. Amore direct approach of displaying
the first-person video recording of the co-collaborator has also been studied [14]. This study has found improvements in
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comprehension and more accurate task recall, despite being less complex than the embodied avatar approach. Another
study [17] explored the utilization of first-person instructional video within a virtual reality environment, which found
improvements in task performance but did not contribute much towards conceptual knowledge.

However, these studies utilize first-person perspective videos in an immersive lens–within virtual reality. The study
by Bréchet et al. [2] points out that bodily presence is necessary for aiding the recall of episodic memories. While
short-term memory may not necessarily equate to episodic memory, it might be possible that bodily presence is
also a prerequisite for short-term memory retention. As such, we would like to explore the question, “How much
does the utilization of first-person perspective alone contribute towards improvements in task performance?” For the
following sections, we will briefly discuss the methodology, and preliminary results we have obtained from a small-scale
experiment.

2 Methods

For the experiment, participants are tasked to assemble a toy block model, wherein depending on their randomly-
assigned condition, the instructions on building the toy block model would be taken from either the toy block set’s
provided physical instruction manual (i.e., Manual condition); or a first-person video recording of someone performing
the assembly with overlaid eye gaze information (i.e., first-person perspective video or FPV condition).

The study uses theNeon eye tracking glasses by Pupil Labs [1] as the primary tool for data collection of the experiment.
The Neon module is capable of keeping track of fixations [5], and movement data. Additionally, Pupil Labs’ own analysis
platform, Pupil Cloud, is also used for manual and automated annotation.

The toy block set to be assembled by the participants is a 205-piece model of a two-story cafe building. The Manual
condition participants must rely on the toy block set’s provided 2-page 15-step paper instruction manual in completing
the assembly task (Fig 1). They may flip between the front and the back side of the manual freely.

Fig. 1. (left) Manual condition instruction medium. (right) First-person Perspective Video instruction medium.

On the other hand, participants under the FPV condition are provided a laptop with a 34-minute first-person
perspective video of the task being accomplished (Fig. 1). The video has been slightly edited to reduce idle times and to
eliminate mistakes made in the initial recording. Additionally, the list of pieces to be used in the step is also overlaid on
at the top-left side of the video footage–a detail that is taken from the instruction manual itself. Lastly, the gaze of the
person in the recording is also illustrated in the video with a red ring. Participants under the FPV condition are free to
pause, play, and seek through the video using the laptop’s media player.
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After the briefing, participants are asked to wear the eye tracking glasses and are given a maximum of two hours to
accomplish the task. The assembly period ends once the participant has completed building the toy block set, or if the
time limit has been reached.

3 Results and Discussion

A total of 10 university students (from undergraduate to doctoral level) with prior experience in similar assembly tasks,
participated in the preliminary study, ranging from 19 to 33 years old (M: 22.9, SD: 4.20). All participants were able to
complete the task within the allotted time.

3.1 Differences in Overall and Step-by-Step Time to Completion

The FPV condition participants have been found to have a longer time-to-completion, possibly due to the fact that they
are constrained by the length of the instructional video itself (i.e., 33 minutes and 54 seconds long). This is reflected
with the data collected, as shown in Figure 2. The fastest FPV condition participant is participant 2, who completed the
task in 62 minutes; and the slowest FPV participant is participant 4, who finished the task in 91 minutes. On the other
hand, the fastest and slowest participants under the Manual condition are participants 9 and 8, finishing in 37 and 53
minutes, respectively.

Fig. 2. Step-by-step time to completion for every participant.

3.2 Analysis on Fixation-on-Instruction

The fixation instances of the participants have also been recorded. The resulting data is illustrated in a timeline graph
in Figure 3, wherein each solid block represents a fixation instance. Long solid color segments indicate that the fixation
instance occurs continuously for a long duration. Whereas, thin color segments indicate that the fixation may be more
akin to a brief look towards the instruction manual. It can be seen from the graph that participant 4 does not have as
many fixation instances as the other participants. This is due to an error in the recording process, wherein the Neon
glasses were not worn on properly, thus preventing the system to detect the participant’s fixations accurately. As such,
participant 4 will be excluded from further fixation analysis.
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Fig. 3. Fixation-on-instruction instances per participant.

To evaluate whether there is a significant difference between an independent samples t-test is performed. Testing at
𝛼 = 0.05, 𝑁𝑀𝑎𝑛𝑢𝑎𝑙 = 965, 𝑁𝐹𝑃𝑉 = 1950, there is no significant difference found in the fixation durations between the
FPV condition and the Manual condition participants (𝑝 = 0.97125), despite the paper manual participants seemingly
having shorter fixation durations as seen from figure 3. This indicates that both Manual and FPV condition participants’
fixation durations generally last for the same amount of time.

4 Conclusion and Future Work

This paper provided a preliminary look on how the use of first-person perspective video as an instruction material could
affect the behavior of participants on an assembly task, as opposed to using a more traditional physical instruction
manual. After conducting the experiment on 10 participants, it is found that the time to completion for FPV participants
is much longer than the Manual (i.e., traditional) participants. This result is expected, as the FPV participants are
limited by the length of the FPV instruction itself. Additionally, the instances of when the participants look into the
instructions (i.e., fixation-on-instruction) is also noted. Despite the initial assumption, it has been found that FPV
participants tend to look into the instructions more than the Manual participants. There was also no difference in the
average fixation-on-instruction duration across both conditions. Possible causes could be the increased cognitive load
of having to gather information from a dynamic and transient source as opposed to a static one [20, 21]. However,
definite conclusions can not be made yet, due to the insufficient amount of participants.

For future work, it is crucial to have more participants in the experiment, to have sufficient statistical power in
conducting hypothesis testing. Further refinement of the FPV instruction is also necessary, to reduce the impact of
the video length on the participants’ performance. Intentional pauses to serve as segments may also be included in
the FPV instruction, as it may reduce cognitive workload [7]. Additionally, it might be worth keeping track of the
participants interactions with the FPV instruction (e.g., pause, play, seek back and forward), which in turn could lead to
more avenues for analysis.
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